MATH 54 — MOCK FINAL EXAM — SOLUTIONS

PEYAM RYAN TABRIZIAN

1. (10 points, 2 points each)

Label the following statements as T or F. Write your answers
in the box below!

NOTE: In this question, you do NOT have to show your work!
Don’t spend too much time on each question!

(a) | FALSE |If () has orthogonal columns, then () is an orthogonal

matrix
(The columns of () have to be orthonormal)

(b) | TRUE |If x is the orthogonal projection of x on IV, then x —x
is always orthogonal to x.

(Draw a picture!)

(c) | FALSE | The least-squares solution X of Ax = b has the prop-
erty that || Ax — b|| < ||[Ax — b|| for every x

(It has the property that ||Ax — b|| < ||Ax — b||, i.e. it mini-
mizes the least-squares error)

(d) | FALSE |If a set BB is orthogonal, then B is linearly independent

(It could contain the 0-vector! However, if you ignore the 0-
vector, then it is linearly independent)

(e) |FALSE [Z} . Lﬂ = ac defines a dot/inner product on R,
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m . m — (0)(0)=0 even though m 20

(The point is that the last property of dot products is usually
very good to check if something is not a dot product!)

2. (15 points) Use the Gram-Schmidt process to find an orthonormal
basis for W, where:

0 1 1

1 1 0

W = Span ol1l ]9

0 —1 —1

Define:

0 [ 1 1
|1 1 10
u; = 1 , Ug = 1 ,Ug = 2
0 —1 —1

First, let’s find an orthogonal basis {vy, va, vs} for W:

Step 1: Let vy =u; =

O~ B~ O

Step 2: Calculate:

N U2 V1 2
u2 = Vl = —
Vi-°Vy 2

And let:

O = = O
|
O~ B~k O
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1
R 1
Vo = Ug — Ug = 1 —

O = = O

—1

Note: You can easily check that vq - vo = 0. This is a good way
to check if you got the right answer!

Step 3: Calculate:

0 1 1
. usg - vip us - Vg o 2 1 2 0 . 1
US—(Vl'Vl)V1+(V2'V2>V2—2 1 +2 0 o 1
0 -1 -1
And let:
1 1 0
B o 0 B 1y |-1
V3 = Usg ug = 9 1 = 1
-1 -1 0
Note: You can check that v; - vo = 0 and vy - v3 = 0.
Step 4: Normalize:
0 1
Vi 1 1 Vo 1 O V3 1
= ——— = —— s W2 = —— = —— W3 = = —
vall V2 é [val V2 01 Ivsll V2

Answer:

1
i I I I
{W17W27W3} = f ) 0 ) f
V2 , V2
0 o) 0

1
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3. (15 points) Find the least-squares solution and least-squares error to
the following (inconsistent) system of equations Ax = b, where:

4 0 2
A=10 2|,b=1]0
1 1 11
We need to solve:
AT Ax = ATb
But:
4 0
., |4 01 171
AA_{O 21 0 2] = 1 5
11
And

2
o [40 1 ~ [19
11

Hence we need to solve:
17 1| |z |19
1 5] |y] |11
Now you can either compute the inverse of the matrix, or row-
reduce:

17119%'17 1 19
1 5 11 0 —84 —168
_)'17119
0 1 2
_}'17017
0 1 2
_}'101
0 1 2

(For the first row-reduction, I substracted 17 times the second row
from the first! Also, I apologize for the messy algebra, the algebra
on the final will be simpler)

Hence, we get:
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Least-squares error:

|AX = b|| =

=/22 + 42 + (—8)?
=v4+16 + 64
—V/84

. (30 points) Solve the following heat equation:

ou  O%u

— = — 0 1, t>0

ot 922 <x <l >
u(0,t) = u(l,t) =0 t>0
u(z,0) = x 0<zr<l

Note: You may not use ANY for the formulas given in the book!
You have to do it from scratch, including the 3 cases.

Note: The following formula might be useful:

/ 1 cos?(mmx) = / 1 sin?(rma) = 1

1 1
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Step 1: Separation of variables. Suppose:

(1) u(z,t) = X(x)T(t)

Plug (1) into the differential equation (), and you get:

(X(@)T(), = (X ()T (1)) 10
X (z)T'(t) =X"(2)T(t)
Rearrange and get:

X"(z)  T'()
@ X(o) 1)

);/((5) only depends on z, but by (2) only depends on ¢, hence
it is constant:

Now

X”(l‘) B
3) X(x) =
X" (x) =2X(2)
Also, we get:
()
4) T(t)

T'(t) =A\T'(t)
but we’ll only deal with that later (Step 4)

Step 2: Consider (3):
X"(x) = X (2)

Note: Always start with X (x), do NOT touch 7'(¢) until right at
the end!

Now use the boundary conditions in ():
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w(0,8) = X(0)T'(£) = 0 = X(0)T(t) = 0 = X(0) =0

w(l,t) = X(O)T(t) =0 = X(1)T(t) =0 = X(1) =0

Hence we get:

X"(z) =X (x)
(5) X(0) =0
X(1) =0

Step 3: Eigenvalues/Eigenfunctions. The auxiliary polynomial of
(5)isp(\) =r% — A

Now we need to consider 3 cases:
Case 1: A > 0, then A = w?, where w > 0
Then:

- A=0=>r—-w=0=r==w

Therefore:

X(x) = Ae¥* 4+ Be™*
Now use X (0) = 0 and X (1) = 0:

X0)=0=A4+B=0=B=-A= X(z) = Ae"" — A"
X(1)=0=Ae"-Ae“=0=>Ac"=Ae“ =" =" mw=—w=>w=0
But this is a contradiction, as we want w > 0.
Case 2: A = 0, then r = 0, and:

X(z) = A + Bre®™ = A + Bx
And:

X0)=0=A=0= X(z) =Bz

X(1)=0=B=0= X(z) =0



8 PEYAM RYAN TABRIZIAN

Again, a contradiction (we want X= 0, because otherwise u(z,t) =
0)

Case 3: A < 0, then A = —w?, and:
- A=0=>r?+4+w?’=0=r=+twi
Which gives:

X(0)=0=A=0= X(z) = Bsin(wx)

X(1)=0= Bsin(w) =0=sin(w)=0=w=mm, (m=12,---)
This tells us that:

= —(mm)* (m=1,2,---)

Eigenfunctions: X (z) = sin(wz) = sin(rmx)

Eigenvalues:\ = —w

(6)

Step 4: Deal with (4), and remember that A = —(7wm)?:

—~

T'(t) = AT(t) = T(t) = AN = T(t) = Ape ™ m=1,2,.-

Note: Here we use ;1\7; to emphasize that Z;n depends on m.

Step 5: Take linear combinations:

(7 u(z,t) = Z Tt)X(z) = Z A et sin(mmax)

m=1 m=1

Step 6: Use the initial condition u(z,0) = x in ():

o
(8) u(z,0) = Z Ay sin(mmz) =z on(0,1)
m=1
Now we want to express x as a linear combination of sines, so we
have to use a sine series (that’s why we used A,, instead of A,,):
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— 2 1
A, = x sin(rmz)dz
1
_ 2( cos(mma } _/ _cos(wmm)dx>
o Jo ™m
_ 2( cos(mm) Cos(wmm) dx)
0 ™
_ 5 sm(ﬂmx)} !
(rm)? |,
m+1
=2 (m=12-)
™m
Step 7: Conclude using (9)
— 2(—1)m"! 2
) u(z,t) = Z ™ sin(rma)
=1
5. (15 points)
(a) (10 points) Find the Fourier cosine series of f(z) = 2 on

(0, )
We want to find A,,, such that:

o0
pre=" Z A, cos(mx)
m=0

Now ‘evenify’ f to get f(see lecture), and then:

A:fw_mzz/“xzzz Yy _m
IR ER Vo A m\3 3

And:

B fjw f(x) cos(mz) _ 2 ngQ cos(mx
Am = ffﬂ cos?(mz) 7T/0 )
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To evaluate this, use tabular integration (see lecture), and you
get:

2% cos(max)dx

S

|
B o o 3o
| — |
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8
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(b) (5 points) Draw the graph of the function to which the above
Fourier series F converges to on (—3m, 37)
Notice that since z? is even on (—m, 7), f(z) = f(x) = 22,
then, since there are no jumps and the values at the endpoints
are the same, we get that F(z) = f(z) = 2 on (—m,7) and
to get the graph of F over (—3, 37), just ‘repeat’ the graph of
22 one more time on the right, and one more time on the left!

As aresult, you get the following picture:
54/Math 54 Summer/Exams/Mockfinalgraph.png
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6. (15 points)
Prove the parallelogram identity:

[l + v+ [lu = vI* =2 f[a* + 21|v]}”

Note: Do it in general, not just for R"

lu+v|]*+u=v|P=(u+v)-(u+v)+u—-v) (u—v)
=n-ut+uv-—~v+yv—ua+v-v+u-u—u--v-—-—Vv-a+v-v
=2(u-u)+2(v-v)

2 2
=2 [ul” +2{v]



